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ABSTRACT: Predicting the rapid intensification (.15.0 m s21 increase in 10 m wind speed over 24 h or less) of tropical
cyclones (TC) remains a challenge in the broader context of numerical weather prediction largely due to their multiscale
dynamics. Ocean observations show that the size and magnitude of sea surface temperature (SST) anomalies associated
with cold wakes and ocean eddies play important roles in TC dynamics. In this study, a combination of spectral and struc-
ture function analyses is utilized to generate realistic realizations of multiscale anomalies characteristic of the SST condi-
tions in which Hurricane Irma (2017) underwent rapid intensification (RI). We investigate the impact of the length scale of
these SST anomalies and the role of translation speed on the variance in RI onset timing. Length-scale-induced convective
asymmetries, in addition to the mean magnitude of SST anomalies beneath the storm eye, are shown to modulate the vari-
ance in RI onset timing. The size of the associated SST length scales relative to the storm size is critical to the magnitude of
variance in RI onset timing, as smaller length scales are shown to lack the spatial extent required to induce preferential
convective asymmetries. Storm translation speed is also shown to influence the variance in RI onset timing for larger-
length-scale ensembles by altering the exposure time of the eye to these SST anomalies. We find that an interplay between
SST-induced convective asymmetries, the magnitude of SST anomalies underneath the eye/eyewall, and storm translation
speed play crucial roles in modulating the variance in RI onset timing.

SIGNIFICANCE STATEMENT: The characteristics of sea surface temperature (SST) anomalies in the tropical
cyclone near-environment are inherently multiscale in nature as a result of interactions between various dynamical
processes in the ocean. Assuming a uniform SST beneath storms in numerical simulations limits the predictability of
how air–sea interaction affects the physics of rapid intensification (RI). In this study, the influence of realistic multiscale
SST anomalies on RI onset timing is investigated. Our results suggest that the length scale of SST anomalies (in addi-
tion to its magnitude) modulate the distribution of convection, creating asymmetries around the RMW that can influ-
ence the predictability of RI onset. This effect is further modulated by storm translation speed, with the most
prominent impact seen in slow-moving storms.

KEYWORDS: Atmosphere; Ocean; Hurricanes/typhoons; Mesoscale processes; Storm environments;
Surface temperature

1. Introduction

Sea surface temperature (SST) represents one of the several
multiscale environmental parameters modulating hurricane in-
tensity changes, alongside vertical wind shear (VWS), outflow
jets, etc. (Holland and Merrill 1984; Emanuel et al. 2004).
The magnitude of SST is a principal component of the wind-
induced surface heat exchange (WISHE) TC paradigm,
which suggests that a positive feedback between surface
wind and heat/moisture fluxes is responsible for the intensifi-
cation of TCs (Emanuel 1986; Holland 1997; Emanuel 1995).
Warm SST anomalies as little as 18C have been shown to
significantly increase the intensity of TCs (Emanuel 1988;
Schade and Emanuel 1999; Wu et al. 2005) while cold
SST anomalies (associated with the wind driven cooling)
enhance a negative feedback mechanism which decreases TC
intensity.

Warm- and cold-core ocean eddies in the subtropical zonal
band of the North Pacific Ocean are examples of SST anoma-
lies. Liu et al. (2012) shows that these mesoscale ocean anom-
alies have sizes varying from about 30 km to about 170 km
and have a life span of up to 50 weeks, covering about
20%–30% of the ocean surface (Chelton et al. 2011; Cheng
et al. 2014) and in some cases having a warm anomaly of
1.48C at the surface and 2.58C at a depth of 370 m (Yang et al.
2013, 2015). Previous work has shown that the magnitude and
sizes of the eddies influence the intensity of TCs as warm-core
eddies reduce the storm wind-induced cooling of SST and
hence increase TC intensity (Shay et al. 2000; Lin et al. 2005;
Wu et al. 2007; Lin et al. 2011; Ma et al. 2017; Rudzin et al.
2019; Anandh et al. 2020; Liu et al. 2021). In one of the more
recent attempts to investigate the impacts of a spatial distribu-
tion of warm eddies, Sun et al. (2020) examined the influence
of the proximity of a fixed-size warm SST anomaly on a
stationary storm using a suite of idealized experiments, finding
that a warm SST anomaly close to the storm center enhances sec-
ondary circulation, increases heat fluxes, and hence strengthensCorresponding author: Chibueze N. Oguejiofor, coguejio@nd.edu
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the storm intensity. An opposite effect was noted for warm SST
anomalies positioned farther from the storm center.

In addition to ocean mesoscale eddies, other SST anomalies
exist, such as the cold wake generated by a TC, which can
vary in size and have a lifespan of up to 4 days (Price et al.
2008; Mrvaljevic et al. 2013), and hence affect the same TC or
a subsequent storm. These interactions between TCs and their
cold wakes have been investigated extensively in both obser-
vational studies (Cione and Uhlhorn 2003; Haakman et al.
2019; Zhang et al. 2019; Sanabia and Jayne 2020) as well as
numerical simulations (Chen et al. 2017; Karnauskas et al.
2021). Both types of studies generally agree that the net effect
of a cold wake is to reduce the energy supply from warm
SSTs, leading to a negative feedback which decreases the TC
intensity. This process, however, depends on the translation
speed of the TC (Chen et al. 2017).

Despite the advances in understanding the impact of SST
on TC intensity changes, there are still open questions. For in-
stance, what is the sensitivity of TC intensity to the multiscale
nature of these SST anomalies (i.e., the spatial extent of hori-
zontal heterogeneities in SST anomalies), and how does the
size of the TC modulate this sensitivity? Studies have also
shown that cold wakes can be advected by preexisting warm
eddies (Mrvaljevic et al. 2013), suggesting an interaction of
SST anomalies of varying length scales. More generally, how
do these multiscale features modulate the timing of the onset
of RI?

As described in the literature, the development and persis-
tence of SST anomalies (ocean eddies and cold wakes of
TCs), their modulation of air–sea interaction, and how these
affect the RI of TCs remain an active area of research. The
lack of high-resolution spatiotemporal ocean observations of
SST variation in the high-wind TC boundary layer suggests a

gap in present knowledge and a possible oversimplification of
physics therein. Furthermore, the dependence of RI on realis-
tic size and spatial distribution of these SST anomalies remain
unclear.

In this study, a geostatistical approach is utilized to under-
stand the impact of the length scale of these SST anomalies
on storm intensity using random field theory. SST fields
obtained from NASA’s Multiscale Ultra High Resolution
(MUR) satellite imagery (1 km) provide spatial distribution
of these anomalies during the rapid intensification phase of
Hurricane Irma (2017). Spatial statistics of this SST field are
used to generate multiple realizations of unconditional Gauss-
ian random fields with varying length-scale parameters in
order to mimic the spatial extent of realistic SST anomalies.
The generated SST fields are used as boundary conditions for
idealized model runs using Cloud Model 1 (CM1) (Bryan and
Fritsch 2002). This process is shown schematically in Fig. 1.
We investigate the impact of varying the SST length scale on
subsequent TC dynamics and intensification.

Specific objectives of this study include the following:

1) Understanding the interaction between modeled storms
and the length scales of SST anomalies. Specifically, we
are interested in isolating the impact of these length scales
and how they influence the variance in onset of rapid
intensification.

2) Investigating the impact of storm translation speed on its
interaction with SST anomalies. We aim to understand
the impact of storm exposure time to these length scales
of SST heterogeneities and how this modulates the vari-
ance in RI onset timing.

The remainder of this paper is organized as follows: Section 2
describes the broad framework of this study, beginning with the

FIG. 1. Broad framework and methodology used in this study.
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SST data and statistical analyses used to generate the realistic
random SST fields. Following this is the model setup and an ex-
planation of the suite of idealized uncoupled simulations con-
ducted to investigate the impact of length scales of SST
heterogeneities on RI, including how this sensitivity is affected
by storm translation speed. Section 3 presents the results ex-
ploring the variances in the onset timing of rapid intensifica-
tion and its sensitivity to spatial heterogeneities in SST.
Section 3 also explores the sensitivity of the TC translation
speed to the length scales of these SST anomalies. Finally, re-
sults discussed in section 3 are summarized with concluding re-
marks in section 4.

2. Data and methodology

a. SST data

Global high-resolution (0.018 3 0.018 grid) data obtained
from NASA’s MUR project (Chin et al. 2017) provide a gap-
free, gridded dataset of daily SST during the life cycle of Hur-
ricane Irma (2017). The dataset is synthesized by combining
multiple level-2 satellite SST datasets including NASA Ad-
vanced Microwave Scanning Radiometer for EOS (AMSR-E),
the JAXA Advanced Microwave Scanning Radiometer 2
(AMSR-2) on GCOM-W1, the Moderate Resolution Imaging
Spectroradiometers (MODIS) on the NASA Aqua and Terra
platforms, the U.S. Navy microwave WindSat radiometer, the
Advanced Very High Resolution Radiometer (AVHRR) on
several NOAA satellites, and in situ SST observations from the
NOAA iQuam project (Xu and Ignatov 2010, 2014, 2016). This
high-resolution SST product has been used previously to ana-
lyze the high-wind environment of hurricanes, with validation
using 415 collocated airborne expendable bathythermographs
(AXBTs) showing about 70% difference in SST within a
60.58C bound and 42% within a 60.258C bound (Rudzin et al.
2019). Jaimes de la Cruz et al. (2021) extended this validation by
adding in situ measurements from two additional hurricanes [Earl
(2010) and Isaac (2012)], leading to an overall SST root-mean-
square error (RMSE) of 0.88C from a total of 1085 data points.
We note that for the purpose of this study, the RMSE is of minor
importance, as the goal of our methodology is to conduct sensitiv-
ity experiments for varying SST length scales, not for getting a re-
sponse to the exact SST field felt by Irma at that time.

Figures 2a and 2b show the track across the Atlantic followed
by Hurricane Irma during its life cycle. The spatial distribution
of SST over an 8.08 3 8.08 square grid during 5 September 2017
is shown in Fig. 2c. This square grid is selected at the specific
time slice during the RI phase of Hurricane Irma (Fig. 2e) to
show the multiscale nature of SST anomalies associated with a
typical hurricane environment. As seen in Fig. 2c, there are
SST anomalies of varying sizes (length scales) seen in this re-
gion. The data follow an approximately Gaussian distribution
(Fig. 2d) of SST with a mean of 29.48C, a variance of 0.238C2. In
addition to the high-resolution satellite imagery of SST distribu-
tion, several AXBTs and Air-Launched Autonomous Micro
Observers (ALAMOs) also made profile measurements of up-
per ocean conditions in the domain of interest during the
RI phase of Hurricane Irma, showing a warm upper ocean

condition necessary for RI (Rudzin et al. 2020; Sanabia and
Jayne 2020). See appendix A for a description of ALAMO float
measurements relative to Hurricane Irma’s path.

b. Mathematical framework: Random field theory

Given a two-dimensional (2D) snapshot of a continuous variable
such as SST, the value of SST at a point in space (x1, x2, x3, … , xn)
can be assumed to be a random variable T(x) with a characteris-
tic mean, variance, and probability density function. A collection
of random variables for all points in space for the above 2D field
is defined as a random function and the actual set of values of
T(x) that makes up this realization of the random function is
known as the regionalized variable (Webster and Oliver 2007).

This regionalized variable can be represented as a station-
ary random process model with a characteristic structural
component (i.e., mean, Tm) and two random components con-
sisting of one spatially correlated variation («) and one uncor-
related variation («′; i.e., noise), as shown in the equation
below (Hemingway et al. 2020):

T(x) 5 Tm 1 «(x) 1 «′(x): (1)

The spatially correlated component is relevant in our study
of SST variation as it can be interpreted as a measure of the
spatial coherence of the SST heterogeneity. This random
component can be assumed to be drawn from a distribution
with zero mean and a covariance function given by

C(h) 5 E[«(x)«(x 1 h)], (2)

where x is a measure of the distance metric of separation be-
tween the value of x at one location and x at another location
(hereafter referred to as lag distance). For small lag distances (h),
under the assumption of second-order stationarity, the expected
difference between the value of the random variable at one point
(x) and (x1 h) would be zero (Matheron 1965); thus,

E[T(x) 2 T(x 1 h)] 5 0: (3)

Hence, the variance is given by

var[T(x) 2 T(x 1 h)] 5 E[{T(x) 2 T(x 1 h)}2],
5 2g(h), (4)

where g(h) is called the semivariance at lag h (Cressie 1993).
The structure function of a 2D SST field is computed using

the semivariance g(h) for every possible pair of data points
separated by the particular lag vector h,m(h):

g(h) 5 1
2
E[{T(x) 2 T(x 1 h)}2]

5
1

2m(h) ∑
m(h)

i51
{T(x) 2 T(x 1 h)}2: (5)

A plot of the structure function (variogram) computed from
the observed data is called the experimental variogram, which
can be fitted with known statistical models possessing particular
properties (positive definiteness, continuity, differentiability, etc.)
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from which information about the field is extracted (Journel and
Huijbregts 1978; Clark 1979).

The structure function has a general shape of increasing in
value with lag distance until it plateaus at a value of semivar-
iance known as the sill for a given lag distance (range). The
range is the lag distance at which the semivariance is maximized
(i.e., the lag distance at which point samples are completely un-
correlated); hence, it is a measure of the length scale of spatial
continuity seen in the 2D distribution of SST values. The struc-
ture function can be used to generate multiple realizations (sim-
ulations) of spatially correlated 2D SST fields.

c. Structure function and spectral analysis of SST field

The SST field is downscaled to a 2 km resolution product
(Fig. 2c) from which the first- and second-order moments

(mean and variance) are extracted. The structure function
(experimental variogram) is then calculated from the domain
shown in Fig. 2c using Eq. (5). The variogram is computed nu-
merically over the domain using a bin size of 45 and a maxi-
mum lag of 560 km. SST follows a general trend of decrease
in magnitude from the equator to the poles due to uneven
solar radiation. However, following a similar rationale by
Doney et al. (2003), the size of the domain was chosen after
manual investigation to minimize the inherent spatial hetero-
geneity associated with a latitude dependence of SST while
preserving the spatial extent necessary for capturing the
multiscale nature of SST anomalies (5–200 km). This choice
also provides a justification for computing an omnidirectional
variogram which assumes an isotropic field (i.e., spatial conti-
nuity has no preferred direction/orientation). For larger

FIG. 2. (a) Map showing the track traversed by Hurricane Irma (2017). (b) Map showing the distribution of ocean
instruments measuring ocean conditions of Hurricane Irma (ALAMO floats and AXBTs) along the track of Hurri-
cane Irma. (c) NASA’s MODIS 1 km satellite product showing the sea surface temperature conditions of the boxed
field in (a) and (b) on 5 Sep 2017. (d) Probability density distribution of SST field shown in (c). (e) A plot of the Inter-
national Best Track Archive for Climate Stewardship (IBTrACS) intensity chart for Hurricane Irma.
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domain sizes with inherent anisotropy, spatial continuity in
preferred directions are often captured using directional var-
iograms for the major axes (N–S and E–W). Furthermore,
this study is focused more on the influence of the length scales
of SST anomalies on the onset of RI, and not anisotropic ef-
fects. More information on the experimental variogram and
anisotropic effects in the domain is detailed in appendix B.

The experimental variogram computed was then fitted with
a common function known as the spherical model:

g(h) 5 c
3h
2a

2
1
2

h
a

( )3[ ]
, for h # a,

c, for h . a,

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ (6)

where a is the range and c is the sill. The spherical model is
chosen for use in this study because it is simple, ubiquitous
in use in geostatistics, and known for ease of interpretation
(Clark 1979), not necessarily for any specific physical rea-
son. For an ideal case, this represents a function with a small
value of semivariance at the origin representative of distan-
ces smaller than the sampling interval (2 km) or unresolved
submesoscale (defined here as ,2 km) variance c0. This
function then increases in value with increasing lag distance
until it plateaus out for a lag distance h (the range), roughly
representative of the maximum diameter of spatial continuity.
The range represents the maximum length scale of continuity,

corresponding in this study to SST anomalies of interest, e.g.,
ocean mesoscale eddies and cold wakes. The value of the semi-
variance c at the range represents the maximum variance in
the 2D field. The experimental variogram was fitted using a
theoretical spherical variogram with c0 5 0.08C2, c 5 0.238C2

(variance of the 2D SST field), and a variable range corre-
sponding to the chosen length scale of SST anomalies we wish
to simulate.

A power spectral density (PSD) of the SST field (Fig. 3a) is
computed from the 2D discrete Fourier transform of the SST
fields. The amplitude of the Fourier spectrum is then com-
puted for the norm of wavenumbers (k-spatial frequency)
which have been appropriately binned. A plot of the square
of the Fourier amplitude against wavenumbers gives the
power spectral density and is indicative of the variance distri-
bution at different wavenumbers (length scales)}this is
shown in Fig. 3a. Figure 3a shows the PSD of the SST field,
with the shaded area under the PSD curve indicative of the
variance contribution by specific wavenumber ranges (hori-
zontal scales; note that overlap of the colors at high wavenum-
bers is implied). The PSD curve is scaled by the area under
the curve to extract the appropriate variance used in simulating
the random SST fields shown in Fig. 4. Thus, spectral scaling al-
lows the transfer of the appropriate variance contribution from
the observed SST field to the simulated SST fields with different
length scales.

FIG. 3. (a) 2D power spectral density curve of the SST field shown in Fig. 2c, with the red line
showing the 7/5 slope line. (b) Percentage variance contribution from different length scales; the
full integral of (a) represents the total variance.
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Figure 3b shows the percentage contribution of different
horizontal scales to the total variances seen in the SST field
characteristic of when Irma underwent RI. We see clearly
that most of the variance is contributed by large-scale SST
anomalies (about 50% variance contribution from length
scales of#252 km), while the least variance contribution is at-
tributed to smaller scales (about 10.0% variance contribution
from length scales of #36 km). This justifies our choice of
scaling the variance in the simulated fields of different spatial
scales generated (in section 2d), despite the mean being kept
constant. For completeness, we also later investigate the effect
of using the same variance in generating the simulated fields
(changing only the spatial scales).

d. Simulated sea surface temperature fields

We investigate the sensitivity of the RI onset timing to SST
length scales by generating an ensemble of random fields with
the same first- and second-order statistics (mean and vari-
ance) as the domain traversed by Hurricane Irma, as well as
varying the length scale of spatial continuity (range) of the
structure function used to generate the fields. With this, we
are able to analyze multiple realizations of stationary, isotro-
pic, Gaussian random fields generated with similar correlation
structures as the parent field, only differing by the diameter of

spatial coherence, indicative of characteristic sizes of SST
anomalies. Sample synthetic fields are shown in Fig. 4.

Each realization of the random field generated represents
one possible SST spatial distribution. As stated above, the as-
sumptions of isotropy (that the SST fields do not have any
preferred direction of spatial continuity), weak stationarity
(that the mean and variance of the SST fields do not vary with
absolute location on the field but with lag distance alone),
ergodicity (that the statistical moments of a single realization
of the random field in space approach those of the ensemble
as the regional boundaries tend to infinity; Webster and
Oliver 2007), and Gaussianity (that the random fields gener-
ated follows a normal distribution with known mean and vari-
ance) are made. The assumption of isotropy is justified for the
small domain of interest as there is no observable latitude de-
pendence of SST as would be expected for a larger domain.
The assumption of Gaussianity is also justified as the distribu-
tion of SST in the parent domain is seen to follow a roughly
normal distribution (Fig. 2d).

In addition to these assumptions, the spatial correlation of
the fields are approximated using a spherical model as de-
scribed in section 2b and Eq. (6) above. Recall that the range
parameter (h) controls the diameter of spatial continuity in
this model; thus, we vary this parameter in generating the ran-
dom SST fields to simulate specific sizes of SST anomalies

FIG. 4. Sample of SST fields with length scales corresponding to (a) 360, (b) 144, (c) 72, and (d) 36 km.
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observed in a typical hurricane environment. An ensemble of
nine random fields are generated for each of four selected
length scales (360, 144, 72, and 36 km) corresponding to multi-
ples of the initial RMW used in the subsequent simulated
storms. Figure 4 shows a sample of one random field for each
of the specified length scales, clearly illustrating a decrease in
the length scale of SST anomalies and associated variance.
Notice that the smallest length-scale (36 km) SST field ap-
proaches a uniform field as the variations become almost in-
distinguishable at the scale of the figure.

e. Model setup

The model used in this study is the CM1 model version
20.2.0 (Bryan and Fritsch 2002), which is a three-dimensional,
nonhydrostatic solver. Thirty-six sensitivity experiments (9 for
each SST length scale) are performed using the SST fields
generated above as lower surface boundary conditions. The
model intrinsic variability was obtained by initializing the sim-
ulation with random potential temperature perturbations of
60.1 K throughout the entire domain, also for an ensemble
size of 9. The simulations are initialized using a modified Ran-
kine vortex for a small sized storm [following the definition of
TC size in Carrasco et al. (2014)] with an initial RMW of
36 km and maximum tangential velocity (Vmax) of 10 m s21.
To further isolate the impact of length scales, the same set of
experiments above are repeated but the variance for all SST
fields (across different length scales) is kept constant, totaling
63 experiments. We note that using the same variance for SST
fields having length scales ranging between 360 and 36 km is
physically unrealistic, as such sharp SST gradients between
small perturbations are rarely observed in reality. Instead,
this set of experiments is meant to untangle the interaction
between SST variance magnitude and length scale, thereby
strengthening our conclusions. In addition to these, a final set
of experiments was carried out with a translating storm across
the prescribed SST field. Table 1 below summarizes the ex-
periment setup for each group of simulations.

Each experiment is run on a 1152 3 1152 horizontal grid
with uniform horizontal grid spacing of 2 km. The vertical
grid has 59 levels and is stretched below 5500 m, with 50 m
grid spacing near the surface to ensure the boundary layer is
appropriately resolved. Above 5500 m, a constant vertical
grid spacing of 500 m is used to the domain top at 25 km. The
total size of the domain in the horizontal direction is approxi-
mately 2300 km 3 2300 km. The simulations are set up on an
f plane with Coriolis parameter of 5 3 1025 s21, using the
Morrison double-moment microphysics scheme (Morrison
et al. 2005, 2009), and the simple Louis-type planetary boundary
layer (PBL) parameterization scheme (Bryan and Rotunno
2009) as a result of their simplicity and wide usage in TC model-
ing studies. All simulations were run with radiation turned off
in order to isolate other complexities of TC dynamics, seeing
that this study is focused on the impact of ocean conditions
(specifically SST) and its effect on RI onset timing.

The simulations are broken into three specific numerical
experiments as detailed below.

1) LENGTH-SCALE EXPERIMENT–A

The simulated TC is initialized using a modified Rankine
vortex with an RMW of 36 km, and a maximum wind speed
of 10 m s21 decaying at a radial decay rate of 0.5 until 500 km
(radius of zero wind). The vortex was initialized at the center
of the domain, with no large-scale pressure gradient accelera-
tion applied to the u and y components of velocity. Similarly,
the vertical wind shear is zero for all simulations which allows
a more conducive environment for rapid vortex spin up. The
SST fields used in these experiments are the ensemble realiza-
tions noted above with varying length scales as shown in Fig. 4.
The SST fields are time invariant for this set of experiments.

2) LENGTH-SCALE EXPERIMENT–B

The model setup for this set of experiments remains the
same as the length-scale experiment–A with a simple change
in variance of the SST fields among the length-scale ensemble.

TABLE 1. Summary of the three groups of numerical experiments in this study.

Experiment Model setup Description

Length-scale experiment–A
Sensitivity of RI onset to length scales
of SST anomalies (realistic scaling of
SST variance)

Initial RMW 5 36 km, initial
Vmax 5 10 m s21, Dx 5 Dy 5 2 km
(unstretched)

36 ensemble simulations using time-
invariant SST fields with different length
scales (36, 72, 144, and 360 km)

Length-scale experiment–B
Sensitivity of RI onset to length scales
of SST anomalies (constant SST
variance across length scales)

Initial RMW 5 36 km, initial
Vmax 5 10 m s21, Dx 5 Dy 5 2 km
(unstretched)

27 new ensemble simulations using time-
invariant SST fields with different length
scales (36, 72, and 144 km)

Translation speed experiment
Sensitivity of translating storms to
length scales of SST anomalies

Initial RMW 5 36 km, initial
Vmax 5 10 m s21, Dx 5 Dy 5 2 km
(unstretched)

18 ensemble simulations using time varying
SST fields (with a length scale of 360 km)
with the storm translating from left to right
at 2.5 m s21 (9 simulations) and 5.0 m s21

(9 simulations)
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Instead of the observationally scaled variances (as in length-scale
experiment–A), this set of experiments uses a fixed variance (cor-
responding to the variance of the 360 km length-scale ensemble)
for all SST fields generated. Thus, SST fields with length scales of
36, 72, and 144 km would have the same spatial variance as those
of 360 km length scale. We note that this effectively implies an un-
realistic sharp gradient between SST anomalies in the generated
field (specifically in the smaller length scales). However, in combi-
nation with length-scale experiment–A, this would further eluci-
date the dynamical response of RI onset timing to SST length
scales apart from their magnitude.

3) TRANSLATING STORM EXPERIMENT

For this set of experiments, unlike the stationary storm experi-
ments above, the effects of storm translation are included to un-
derstand the influence of storm exposure to SST anomalies. This
experiment uses two translation speeds of 2.5 and 5.0 m s21 (typi-
cal average translation speed for category 4–5 storms; Mei et al.
2012; Kossin 2018), to capture the effect of both realistic storm
translation speed and slower-than-average storm translation
speed. To minimize the influence of windshear and/or storm re-
lated environmental flow on eyewall symmetry, the translation
was implemented by updating the lower boundary (SST fields)
of the domain at every model time step (Fig. 14). These experi-
ments (using a storm initialized in the way as in experiments A
and B above) translate from left to right across SST fields with a
length scale of 360 km (10 times the initial RMW).

3. Results and discussion

a. Evaluating the response of stationary storms to SST
length scales

1) SENSITIVITY OF MODELED STORMS TO SST
LENGTH SCALES

Figures 5a–d show plots of the intensity (in terms of Vmax)
of all ensemble members for SST length scales of 360, 144, 72,

and 36 km, respectively, exhibiting differences in the spread
of the onset timing of RI. From these plots, there is a clear in-
fluence of the length scales on the variance of RI onset time.
It is worth noting that there is also a significant spread in the
steady-state intensity (particularly after 180 h) among the en-
sembles for each length scale. However, in this study, we are
primarily concerned with the variance in RI onset timing (be-
tween 40 and 90 h); hence, most of our analyses are focused
on this time span. Storms initialized over SST fields with a
length scale of 360 km are seen to have a wider spread in RI
onset compared to storms initialized over a 36 km length
scale, suggesting a scale dependence of variance in RI onset.

Figure 6a shows a plot of the maximum 10 m wind speed
variance (s2

Vmax) among the ensemble simulations over time,
with the black dashed line representing the model intrinsic
variability and the solid lines representing different length
scales. This figure shows that the for all length scales (except
36 and 72 km), the variances in the onset timing of RI is sig-
nificantly higher than the intrinsic variability of the model.
The maximum variance is seen between 40 and 90 h, which
corresponds to the range of timing of RI among the ensemble
members. The maximum variance during this period is associ-
ated with the largest length scale (360 km), and is seen to de-
crease for smaller length scales. Furthermore, the onset of the
increase in variance appears earlier for larger length scales
(360 and 144 km). For smaller length scales, however, there is
a delay in the timing of the increase in variance of maximum
10 m wind speed (by up to 10 to 20 h}compared to the
360 and 144 km length scale), suggesting a scale-dependent
response of modeled storms to RI onset timing despite the
domain-mean SST staying roughly the same.

Figure 6b presents the variances in maximum 10 m wind
speed against SST anomaly length scale at specified times
within the observed range of rapid intensification (50, 60, 70,
and 80 h) across the ensemble. From these, there is a notice-
able steady increase in the variance of Vmax with length
scale. This maximum in Vmax variance is consistent for all

FIG. 5. Intensity plots of modeled storms with initial RMW of 36 km using ensemble SST random fields with length
scales of (a) 360, (b) 144, (c) 72, and (d) 36 km.
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sampled times (360 km), decreasing for length scales. Mini-
mum variance is seen for length scales smaller than 2 times
the initial RMW of the storm. Figures 6a and 6b suggest an in-
teresting dynamical response of the storm to SST anomalies
having a length scale at least 2 times that of the initial storm
size. To investigate this further, the SST fields corresponding
to the ensemble members with the earliest and latest onset of
RI (Random SST1 and Random SST8) are closely examined
in Fig. 7. Figures 7a–d show the SST fields associated with
these end members overlain by the initial RMW. These SST
fields represent the lower boundary conditions experienced
by the storms simulated in Fig. 5a above (shown by the blue
and light-gold solid lines, respectively). From this, it is seen
that the magnitude and size of SST anomalies underneath the
eye/eyewall plays a crucial role in modulating the timing of RI
onset, as might be expected, with warmer SST anomalies
within the RMW (Figs. 7a,b, blue line in Fig. 5a) leading to
the storm intensifying about 20 h earlier than cold SST anom-
alies (Figs. 7c,d, light-gold line plot in Fig. 5a).

A visual comparison of convective structures of all simulated
storms at day 3 is shown in Fig. 8, indicating the simulated re-
flectivity at 1 km height (zoomed to a 200 km 3 200 km square
domain) for all nine ensemble members with an SST length
scales of 36, 72, 144, and 360 km. From the last column, there
are clear differences in the convective structure and eyewall
formation for simulations using different SST fields with the
same length scale of spatial continuity. Members 1 and 8 of
the last column in Fig. 8 show the reflectivity signatures for the
storms initialized over the relatively warm and cool SST anom-
aly referred to in Fig. 7, clearly illustrating the distinct eye

formation for the former and the scattered/unorganized con-
vection in the latter. It is clear that the magnitude and size of
the SST anomaly underneath the eye/eyewall of the storm sig-
nificantly influences the convective structure and eyewall for-
mation, which consequently affects the timing of the onset of
RI. Furthermore, the variance in the mesoscale and convective
structures of the storms is seen to increase progressively as the
length scales increase up until the maximum at 360 km (last
column). The convective structures in the last column (360 km
length scale) display, qualitatively speaking, a significant vari-
ance among ensemble members as seen in Fig. 8, with member
8 showing unorganized convection with a poorly organized eye-
wall, uncharacteristic of strong storms. Ensemble members 1,
2, and 4 show well-organized, closed convective structures
around the eye, indicative of an intensifying or already-strong
storm. An opposite structural variance is seen in the first col-
umn (36 km length scale), with all ensemble members (except
for 3 and 6) showing an equally weakly organized convective
structures. The physical processes underlying the variance in
convective structures seen across ensemble members at varying
length scales is explored in the following subsections.

To better quantify the preferential convective asymmetries
induced by the SST anomalies about the storm RMW, plots
of the Pearson’s correlation coefficient between both SST and
reflectivity as well as SST and surface accumulated rainfall
are shown in Fig. 9. This was computed from the values of rel-
evant variables (SST, reflectivity, and surface accumulated
rainfall) at each grid point spanning a ’200 km 3 200 km
square domain around the domain center, where the storm
was initialized (shown in Figs. 7b,d). Figures 9a–d show time

FIG. 6. (a) Variance of maximum 10 m wind speed against integration time for selected length-
scale simulations (solid lines) and intrinsic variability of model (dashed black line). (b) Variance
of maximum 10 m wind speed for different length scales during selected times corresponding to
intensification (50 h: black line; 60 h: purple line; 70 h: magenta line) and postintensification
(80 h: golden line), showing a variance peak for a length scale of 360 km.
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series between 20 h (well after model spinup) and 100 h (after
RI), capturing the evolution of the relationships between SST
and reflectivity as well as SST and total surface accumulated
rainfall (where the vertical dashed line indicates the onset of
RI and the horizontal dashed line indicates the zero correla-
tion line). There is a distinct relationship between convective
development and the distribution of SST, depicted by the
nonzero correlation coefficients. The case with the fastest RI
onset, SST1, shows a strong positive correlation as RI occurs
and continues, with the same pattern seen in the correlation
between SST and the surface rainfall. The case with the most
delayed RI onset, SST8, shows a generally weaker, but nega-
tive correlation, particularly in the hours leading up to RI.

2) ISOLATING THE CONTRIBUTION OF SST
LENGTH SCALES

As introduced in model setup, the core strategy behind our
approach is to explore realistic SST anomalies on storm RI,
using a spatial stochastic process whose properties are a func-
tion of an observed parent field (in our case Hurricane Irma).
According to observations, the variance of the SST anomalies

is directly linked to their spatial size, as one might expect
(Fig. 3). This raises the question, however, if the modification
in RI onset timing seen in the previous section is due solely to
the spatial extent and juxtaposition of the SST patches with
the initial storm core (i.e., their size), or whether it is the mag-
nitude of the SST anomalies that is the main contributor to
the trends seen in RI timing (Fig. 6). Length-scale experi-
ment–B is designed to answer this question. Unlike length-
scale experiment–A described above, the ensembles for all
length scales have the same SST variance, corresponding to
the variance used in the 360 km field (0.1148C2). With this
analyses, we can isolate the impact of the spatial extent of
SST anomalies versus their magnitude on the variance in RI
onset timing.

Figure 10 presents a plot of the variance of maximum 10 m
wind speed (for length-scale experiment–B) among the en-
sembles. Comparing Fig. 10 to Fig. 6a, we note that the impact
of a constant variance in the ensemble SST field realization is
primarily to increase the magnitude of the variance seen in RI
onset timing for length scales of 144 and 72 km. This is some-
what unsurprising as we expect that using the exact same vari-
ance of the 360 km ensemble on the 144 and 72 km fields

FIG. 7. SST distribution for the ensemble members with (a) delayed RI and (c) early RI. (b),(d) A closer view of
the SST near the domain center with the initial RMW of 36 km overlaid, corresponding to Random SST1 and
Random SST8, respectively, in Fig. 5a.
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FIG. 8. Ensemble plots of reflectivity (at 1 km height) on model day 3 for length scales of (left to right) 36, 72, 144,
and 360 km, respectively.
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would result in the subsequent fields having sharper gradients
between anomalies, and allowing an initial vortex to be posi-
tioned over relatively larger and smaller SST anomalies. In-
terestingly, this increase in SST variance has no effect on the
magnitude of variance in RI onset among the 36 km length-
scale ensemble. This suggests that below a certain length scale
(36 km in this case), an increase in the variance of the SST
field realization has no effect on RI onset timing (cf. red lines
in both Figs. 10 and 6a to the intrinsic variability).

In addition to results from length-scale experiment–A,
length-scale experiment–B supports our hypothesis that SST
length scales indeed does affect the variance in RI onset tim-
ing. This test shows that while the variance of the SST patches
has a quantitative impact on the RI timing, it is the size that
controls when the storm can respond. Thus, for the remainder
of this paper we continue to use the realistic SST variance–
size relationship.

3) THE INFLUENCE OF SCALE-INDUCED CONVECTIVE

ASYMMETRIES ON RI ONSET TIMING

In this section, we address the dynamical pathways to inten-
sification followed by the end members observed in Fig. 5,
since these pathways are representative of the large variance

in RI onset among ensemble members. Asymmetries in con-
vection around the eyewall have been shown to influence in-
tensification of TCs (Möller and Shapiro 2005; Nolan et al.
2007; Martinez et al. 2022) depending on the spatial location
and radial coverage of associated convective bursts (CB) rela-
tive to the TC eye, doing so by affecting the distribution of di-
abatic heating in the eyewall (Alvey et al. 2015; Rogers et al.
2016; Wadler et al. 2018; Oyama and Wada 2019). The warm
SST enhances the formation of these convective systems;
hence, a scale-dependent distribution of SST anomalies could
induce preferential spatial distribution of convection, leading
to asymmetries in convection close to the storm.

Figure 11a shows the end members (blue and light-gold
solid lines) for simulations with SST length scale of 360 km
that exhibit a delay of about 24 h between them. These en-
semble members differ only by the spatial distribution of SST
anomalies within the domain as seen in Figs. 11b, 11d, and 11f.
From Figs. 11c, 11e, and 11g, there is a noticeable collocation
of the 1 km simulated reflectivity signatures at 72 h in regions
with relatively warmer SSTs (Figs. 11b,d,f). A comparison of
Figs. 11b and 11c and Figs. 11f and 11g shows a relatively sup-
pressed spatial distribution of convection in the SW quadrant
for the latter, with convection dominantly located toward the

FIG. 9. Plots of spatial correlation coefficient (top) between SST and reflectivity (at 1 km altitude) and (bottom) be-
tween SST and surface accumulated rainfall for (left) Random SST1 and (right) Random SST8 shown in Figs. 11b and
11f, respectively. The dashed vertical line shows the timing of RI onset for both simulations.

FIG. 10. As in Fig. 6a, but using constant variance in SST fields.
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NE quadrant where the SST progressively gets warmer. A sim-
ilar pattern is visible in the former (Figs. 11b,c) where the NE
quadrant lacks as many convective clusters as the SW quad-
rant. This suggests that the SST length scale can play an impor-
tant role in the organization of convection around the storm
center, with preferential development of convection over
warmer SSTs leading to asymmetries in convective develop-
ment. This variation in convective organization ultimately

results in variance in the onset timing of RI as seen in seen in
Fig. 11a.

Previous work (Cione and Uhlhorn 2003; Lin et al. 2009b;
Kanada et al. 2017; Le Hénaff et al. 2021) has shown that
warm SSTs underneath the eye/eyewall can play an important
role in TC intensification. The results in Fig. 11 suggest that a
comparatively warmer SST in the inner core is a necessary
but not sufficient condition to guarantee an earlier RI onset.

FIG. 11. (a) Intensity plots of three selected simulations (Random SST1, Random SST3, and Random SST8) with a length scale of
360 km, (b),(d),(f) time-invariant SST fields for the selected three simulations shown in (a), and (c),(e),(g) simulated radar reflectivity at
72 h for the selected three simulations shown in (a).
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To better quantify this, Figs. 12a and 12b present box-and-
whisker plots of SST within a 36 km radius of the domain cen-
ter for SST lengths scales of 360 and 36 km, respectively.
These figures highlight a significant variance in SST for length
scales of 360 km compared to length scales of 36 km. The
highlighted boxplots in Fig. 12a correspond to ensemble mem-
bers Random SST1, Random SST3, and Random SST8 from
Fig. 11. The boxplots demonstrate that a higher mean SST
(indicated by the green marker in Fig. 12) within the radius of
maximum wind for Random SST3 did not necessarily lead to
an earlier intensification compared to Random SST1 with a
lower mean SST. Although the strong link between SST in
the eye–eyewall region and storm intensification (Cione and
Uhlhorn 2003; Wadler et al. 2021) is supported by our findings
(Random SST1 and Random SST8 in Fig. 12 and the blue and
light-gold lines in Fig. 11a), our results also suggest that this

can be modulated by spatial heterogeneity in SSTs leading to
asymmetry in convective development, which impacts subse-
quent intensification (Fig. 11b).

Comparing Figs. 5a and 12a to Figs. 5d and 12b, it is clear
that the variance in SST, and not necessarily its mean value,
at the core of the storm domain influences the variance in RI
onset of the modeled storm. As the length scales of SST
anomalies decrease from 360 to 36 km, so does the propen-
sity for convective asymmetries induced by the larger length
scales, as can be seen in Fig. 8. This suggests that larger
length scales of SST heterogeneities have sufficient extent to
create asymmetries in convection that can influence RI on-
set, unlike at smaller SST length scales where the limited
spatial extent of the SST anomalies is unable to induce co-
herent asymmetries in convection via preferential convective
development over areas of higher SST. Hence, azimuthal

FIG. 12. Box-and-whisker plots of SST values [for (a) 360 and (b) 36 km length scales] within a
36 km radius beneath the domain center where the storm vortex was initialized. The nine box-
and-whisker plots in each panel are for the nine ensemble members for each SST anomaly size.
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asymmetry in convection occurring with larger SST length
scales, as a result of strong asymmetry in SST around the
eyewall, acts to influence RI consistent with the study by
Martinez et al. (2022).

To further investigate the symmetry of storm structure and
possible relations to the intensification pathways shown in
Fig. 11, we compare the azimuthally averaged vertical velocity
for Random SST1, Random SST3, Random SST8, respectively
(Fig. 11) in Fig. 13. Comparing the first and third row in
Fig. 13 (Random SST1 and Random SST8, respectively), we
note that the storm initialized over a relatively warm SST
anomaly (Random SST1) forms a distinct symmetric eye
structure much earlier (60 h), compared to the storm initial-
ized over a relatively colder SST anomaly (Random SST8) as
seen in Fig. 11. This symmetric eyewall supports the rapid in-
tensification process of the modeled storm as seen in previous
literature. Comparing the first and second rows in Fig. 13
(Random SST1 and Random SST3, respectively), we note that
even though the latter was initialized over SST conditions
with high mean value (Figs. 11d and 12a), there is a noticeable
delay in the timing of symmetric eyewall formation (72 h com-
pared to 60 h for the former). Figures 11c and 11e again support
this notion, with the Random SST1 showing a clear symmetric
eyewall structure compared to Random SST3. Interestingly, we
note that despite the delayed RI, strength of eyewall symmetric-
ity is higher for Random SST3 than in Random SST3 as seen in
Fig. 13. This suggests that the mean SST in the core most cer-
tainly influences storm intensity; however, it may not be the
dominant determining factor in RI onset timing.

b. Investigating the effect of storm translation speed on
the variance in RI onset timing

Previous work focused on the interaction between a trans-
lating storm and the SST suggests that slower-moving storms
constrain their intensification pathway by prolonged exposure
time to the self-induced cooler SST anomaly underneath the
eye/eyewall itself, caused by upwelling and upper ocean mix-
ing (Price 1981; Lin et al. 2009a). Lin et al. (2009a) concluded
that a typical translation speed of 7–8 m s21 was sufficiently
high to allow intensification up to category 5 given a shallow
warm layer beneath, while slower translating storms (e.g.,
with translation speeds of 2–3 m s21) require a much deeper
warm upper ocean layer to reach the same intensity.

In this section, we investigate the influence of various trans-
lation speeds on the variance in RI onset timing using a suite
of uncoupled simulations with varying SST length scales. Un-
like the time-invariant SST experiments in section 3a above
(which were intended to isolate the contribution of the SST
length scales to the variance in RI onset timing based on the
storm’s dynamical response to the underlying SST patterns),
this section explores the role of the exposure time of modeled
storms to changing length scales of SST anomalies.

Figure 14 provides a visual depiction of a sample storm
translating from left to right at 2.5 and 5.0 m s21 across a do-
main with SST anomalies corresponding to a length scale
equal to 360 km (Random SST8 in Fig. 11). From Fig. 15, we
see that storms translating at any speed (2.5 or 5.0 m s21)
have a generally lower variance in RI onset timing compared
to stationary storm, and a higher variance compared to the

FIG. 13. Azimuthally averaged vertical velocity (m s21) from 48 to 96 h (RI phase) for (top) Random SST1, (middle) Random SST3, and
(bottom) Random SST8 shown in Fig. 11.
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model intrinsic variability}both behaviors are not unex-
pected. The magnitude of variance in RI onset timing is seen
to be roughly the same between the 2.5 m s21 translation
speed to 3.5 m s21 translation speed experiment. However,
the variance in RI onset timing seems to occur a little earlier for
the slowly translating storm (2.5 m s21), suggesting that the over-
all effect of storm translation is to reduce the time to the onset
in variance in the timing of RI among ensembles. The effect on
the magnitude of this variance is less clear.

To understand the dynamics at play here, we define a time
scale te, characteristic of the storm exposure time to SST
anomalies of a given length scale (L) and its initial RMW,
given a translation speed (UT):

te 5























2 3 RMW 3 L

U2
T

√
3600

, (7)

where te is the exposure time in hours.
Using the equation above, as expected, we see that the

shortest exposure time (te 5 8.9 h) is attributed to the storm
translating over SST fields with a length scale of 360 km at the
fastest translation speed (UT 5 5.0 m s21). On the other hand,
the longest exposure time (te 5 17.9 h) is attributed to the
storm translating at UT 5 2.5 m s21.

Figure 15 suggests that for fast-moving storms, shorter ex-
posure times (te) to SST anomalies delays the increase in
s2
Vmax as the storms have less time to adjust to the SST anom-

aly beneath. Thus, the stationary experiments have the high-
est variance in RI onset timing due to the fixed SST field
beneath the storm initial location: extreme warm or cold SST
anomalies can cause expedited or delayed RI (Fig. 11). On
the other hand, all translating storms sample a range of SSTs
during their lifetime, with fast translation speeds leading to re-
duced exposure time and lessening the impact of any single
SST anomaly on storm development. In almost all cases, how-
ever, the variability is still larger than the intrinsic variability.
In the limit of very fast storm translation, we would expect
the solid lines in Fig. 15 to approach the model intrinsic vari-
ability (black dashed lines) since the model storm would
never be able to adjust to the SST conditions beneath it be-
fore being exposed to new SST perturbations.

Figure 16 shows the 1 km reflectivity plot after 72 h for simu-
lated storms translating at 2.5 and 5.0 m s21 across the domain.
A comparison of Fig. 11c and Figs. 16a and 16b shows that con-
vection is more symmetrically distributed about the storm
translating at 2.5 and 5.0 m s21 across the domain across the
domain. Similarly, comparing Figs. 11e and 11g to Figs. 16c and
16e, there is a significantly improved symmetricity of convec-
tion about the core of storms translating at 2.5 m s21 compared

FIG. 14. Illustration of the start (solid blue box) and end location of storms translating at 2.5 and 5.0 m s21 (solid and dashed black boxes,
respectively) over an SST field with length scale5 360 km for 10 days (zoomed view of stationary case shown in Fig. 11f).

FIG. 15. Line plots of variance in maximum 10 m wind speed among ensemble simulations for
a stationary storm (solid blue line), 2.5 m s21 translation speed (solid green line), and 5.0 m s21

translation speed (solid red line), intrinsic variability (dashed black line). Experiments are for
small sized storm (RMW5 36 km) translating over SST anomalies with a length scale of 360 km.
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to the stationary case. However, as the translation speed in-
creases to 5.0 m s21, Figs. 16d and 16f show a less symmetric
eyewall structure with convection becoming less organized,
suggesting that the storm structure (and by extension its inten-
sity) does not respond linearly to increasing translation speed.

For Random SST8, the SST field shown in Fig. 14 provides
more insight into the effect of storm translation over hetero-
geneous SST fields on eyewall symmetry and intensity. In this
case, the stationary storm simulation has its core centered
around a relatively cool SST anomaly; hence, it forms the
poorly organized eyewall convection seen in Fig. 11g at 72 h.
However, when this storm translates slowly at 2.5 m s21, it en-
counters mostly warm patches of SST anomaly, enhancing
convection and supporting eyewall symmetry. This, however,
is not guaranteed for a faster translation speed (5.0 m s21), as
it cuts across less warm anomalies. Thus, a translating storm
interacting with alternating warm and cold patches of SST
anomalies effectively feels the impact of the mean SST as it
evolves, negating the impact of SST-induced convective asym-
metries seen in the stationary case. However, the higher the
translation speed, the higher the probability that the storm’s
core would encounter a drastically different SST conditions
than where it started off. Furthermore, for the translating
cases, the storm does not stay over a warm/cold patch long
enough (i.e., shorter te) to have its evolution significantly influ-
enced by it. The variance among the ensemble simulations for
a translating storm is thus seen to be consistently lower than
that of the stationary experiments (albeit nonmonotonically

with the magnitude of storm translation speed), and is similar
in magnitude to the stationary experiments with smaller length
scales. This indicates that the net effect of a translating storm
is analogous to that of reducing the SST length scale: i.e., re-
ducing the variance in RI onset among the ensemble simula-
tions by forcing an effective “mean” SST condition perceived
by the evolving storm. Furthermore, we expect that for contin-
uously increasing magnitudes of storm translation speed, the
variance among the ensembles (red and green solid lines in
Fig. 15) would collapse toward the model intrinsic variability
(dashed black line).

Finally, a comparison of the last row in Figs. 13 and 17 illus-
trates the development of symmetry in vertical velocity evolv-
ing earlier for the translating storm compared to the stationary
case, suggesting that delayed RI due to convective asymmetry
seen in some of the stationary cases is counteracted by the
translation of the storm across the domain. We note again that
(from Fig. 17) the storm translating at 2.5 m s21 develops a
more strongly symmetric eyewall structure (first row) com-
pared to the storm translating at 5.0 m s21 (first row), support-
ing the spatial reflectivity plots shown above in Fig. 16. Our
hypothesis that storm translation induces an effective mean
SST beneath the storm (thereby reducing asymmetries which
negate RI onset) is supported by the intensity plot in Fig. 18
below, as we see that the same storm translating at 2.5 m s21

intensifies roughly 10–15 h earlier than when it is stationary. A
closer look at Fig. 18 shows the storm with a slower translation
speed of 2.5 m s21 (solid black line) undergoing RI onset a

FIG. 16. As in Figs. 11c, 11e, and 11g, but with the storm translating from left to right at (top) 2.5 and (bottom) 5.0 m s21.
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few hours earlier than the storm with a faster translation
speed of 5.0 m s21. As previously explained, this is most
likely due to the fact that for this specific case, the eye of the
former is exposed to warmer patches between its starting
and end location (Fig. 14). Another potential reason for this
could be the ease of symmetric eye formation for slowly
translating storms (2.5 m s21).

4. Conclusions

Geospatial statistical techniques were used to generate mul-
tiple realizations of SST fields with realistic length scales char-
acteristic of the SST conditions during Hurricane Irma’s
(2017) rapid intensification. With these, we investigated the
influence of SST length scales on the variance in the timing of
RI onset for stationary and translating storms. We ran a total

of 90 simulations, comprising 36 suites of experiments with
9 ensemble members in each experiment, varying the length
scale of SST heterogeneities and storm translation speed. This
methodology allowed for a comprehensive study of the result-
ing variance in RI onset timing and the dynamics responsible
for the different intensification pathways seen. Analyses of
the variance in RI onset were based on the spatial distribution
of SST and convection relative to the storm center, as well as
the azimuthally averaged vertical velocity.

In agreement with previous studies, our results show that
the magnitude of SST anomalies underneath the eye–eyewall
region plays an important role in modulating the timing of the
onset of RI. Beyond this, however, we find that SST anoma-
lies with length scales exceeding the initial RMW induce
asymmetries in convection which can act to delay RI despite
the presence of favorable SST conditions within the eyewall,

FIG. 17. As in the last row in Fig. 13, but for a storm translating from left to right at (top) 2.5 and (bottom) 5.0 m s21.

FIG. 18. Comparing the intensity evolution of a stationary and translating storm, same as the
golden line plot (Random SST8) in Fig. 11a, but with plots of the effect of various translation
speeds included as solid (2.5 m s21) and dashed (5.0 m s21) black lines.
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and despite the same domain-averaged mean SST. Further-
more, the reduced exposure time of a translating storm to
SST anomalies of a prescribed length, compared to a station-
ary storm, is seen to modulate the effect of the SST anomalies
on storm development. At higher translation speeds, the
storm feels the effect of a particular SST anomaly for a rela-
tively short time, rather experiencing the effective mean SST
conditions, akin to the small SST length-scale experiments in
section 3b. Thus, higher translation speeds reduce azimuthal
asymmetries in convection by preventing the preferential de-
velopment of convection over stationary warm SST anoma-
lies, which removes a potential barrier to intensification.

An interplay between the above processes is seen to modu-
late the variance in RI onset timing among the ensemble mem-
bers. Key findings from this study are summarized below:

1) For stationary storms in the presence of SST anomalies
(Figs. 19a,b), we find that the magnitude of the SST anomaly
underneath the eye–eyewall region alone does not control
the RI regime seen in modeled storms. However, in addition
to this, the length scale of these anomalies modulates the
preferential distribution of convective development beyond
the eyewall, creating asymmetries that significantly influence
the timing of RI onset among the ensemble members.
Smaller length scales lack the spatial extent to induce these
convective asymmetries (Fig. 19a); hence, ensembles in a
small length-scale field “feel” an effective mean SST.

2) The variance in RI onset timing among ensembles of
translating experiments is seen to be lower than that of the
stationary storm experiments, irrespective of the transla-
tion speed. Furthermore, we find that the storm exposure
time to SST anomalies (te), plays a crucial role in the dy-
namics seen for translating storms.

3) For translating storms in the presence of SST anomalies
(Fig. 19c), the convective asymmetries induced in the sta-
tionary case (Fig. 19b) is minimal. This suggests that the
net effect of translation over warm and cold patches is to
reduce the variance in RI onset timing among ensembles
by forcing the storm to experience a net “mean” SST
analogous to the stationary case over small length scales
of SST anomalies (as illustrated in Figs. 19a,c).

Figure 19 shows a conceptual framework of the key findings
in this study, summarizing points 1–3 above. In agreement with
previous work (Möller and Shapiro 2005), our results demon-
strate that preexisting anomalies in underlying ocean conditions
(in our case, SST perturbations) can have significant impacts for
the intensification of tropical cyclones through imposed convec-
tive asymmetries. The consequence of our findings for the pre-
dictability of TC RI is that storms encountering multiscale SST
anomalies would have a variance in RI onset timing that would
be higher for larger SST length scales (specifically those exceed-
ing 2 3 RMW). The speed of TC translation reduces this vari-
ance and thus increases predictability but does not eliminate it.
Thus, in favorable atmospheric conditions, RI predictability is
highest in near-homogeneous SST conditions (in an uncoupled
model) or for SST anomalies (or eddies) that are much less
than mesoscale (;100 km or greater). One possible direct appli-
cation of the findings from this study is the inclusion of horizon-
tal gradient/length scales of SST anomalies in statistical–
dynamical models which include SST as a predictor like the
Statistical Hurricane Intensity Prediction Scheme (SHIPS)
(DeMaria and Kaplan 1994, 1999) or SHIPS-RII. Conclusively,
this study shows that convective organization relative to the
storm center can significantly influence intensification even in
the presence of warm inner-core SST conditions.

FIG. 19. Schematics showing updraft and spatial distribution of convection and convective bursts induced by the
magnitude of SST length scales for (a) small length scales, (b) larger length scales, and (c) larger length scales with a
storm translating at UT, relative to the storm center. The red and blue region represent relatively warmer and cooler
SSTs.
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While this study details the importance of SST length
scales in modulating RI onset timing, it is important to ac-
knowledge that the use of an idealized model setup favor-
able for RI onset does not always represent realistic
conditions in the TC environment. Limitations in the nu-
merical setup used here include the exclusion of vertical
wind shear, which if present can limit TC intensification
through dry-air intrusion into the core and vortex tilting
(Zhang and Tao 2013; Finocchio et al. 2016; Tao and Zhang
2019; Alland et al. 2021). Furthermore, all simulations pre-
sented here are uncoupled (not including an ocean model or
mixed layer model). Nevertheless, our results provide evi-
dence for the importance of SST length scales on air–sea in-
teraction and subsequent TC intensification, and this factor
should be considered in ongoing efforts to understand the
dynamics of RI and better predict it.
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APPENDIX A

Ocean Observation of SST during
Hurricane Irma’s (2017) Passage

Temperature measurements from ALAMO floats beneath
Hurricane Irma (2017), which were extensively analyzed in
Sanabia and Jayne (2020), are shown in Figs. A1a–d. Floats
9126 and 9134 are closest to the storm and located to the
left and right, respectively, while 9129 and 9143 are located
farthest from the storm (see Fig. 2b). Regardless of our use
of uncoupled simulations, Figs. A1a–d provide observational
evidence of spatial and temporal variation in SST relative to
the storm center, in addition to Fig. 2c. There is a clear
deepening of the mixed layer depth (seen in floats 9134 be-
tween the fifth and sixth days) due to storm-induced upwell-
ing as a consequence of Irma’s passage.

FIG. A1. Temporal variation of upper-ocean temperature, measured from four selected ALAMO floats distributed
across the path of Hurricane Irma (2017) as shown in Fig. 2b.
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APPENDIX B

Variogram Estimation and Anisotropy

From the SST field provided in Fig. 2a, experimental var-
iograms shown in Figs. B1 and B2 were computed using the
Matheron estimator [Eq. (5)] implemented in the SciKit
Gstat Python (Mälicke 2022). For the omnidirectional var-
iogram (ignoring anisotropic effects) shown in Fig. A1, 4000
random pairs of spatial locations, 45 bins of lag classes, and
a maximum lag of 280 grid points (i.e., 560 km) were used.

Directional variograms (shown in Fig. B2) were also com-
puted for the N–S and E–W direction using and azimuth of
908 and 08, respectively. The directional variograms were
computed using similar parameters as the omnidirectional
variogram, but for a 158 tolerance about the respective azi-
muth. From Fig. B2a, we see that the experimental vario-
grams for both N–S and E–W directions track along each
other up until a lag distance of about 230 grid points, sug-
gesting that there is no preferred direction of spatial coher-
ence up until that length scale. After this lag distance, the
N–S directional variogram is seen to plateau, while the
E–W directional variogram continues to increase. This indi-
cates that up to a length scale of 230 grid points (560 km),
there is no preferred direction of spatial continuity in the
SST field, partially justifying our assumption of isotropy in
the realizations of SST fields generated.

Figures B2b and B2c show the same directional experi-
mental variograms in Fig. B2a, fitted with zero-nugget
spherical variograms (shown by the green lines). From
Fig. B2c, we see that the spherical theoretical variogram
reasonably captures the behavior of the experimental var-
iogram, hence justifying our choice to generate random
SST fields using the spherical variogram. We utilized the
gstools Python framework (Müller et al. 2022) for generat-
ing spatial random fields (SRF) using a well-known spec-
tral method known as the randomization approach, which
we opted for due to its improved computational efficiency
(Heße et al. 2014).

FIG. B1. Experimental omnidirectional variogram (N–S and E–W
directions) of the SST field traversed by Hurricane Irma (2017).

FIG. B2. (a) Experimental directional variogram (N–S and E–W directions) of the SST field traversed by Hurricane
Irma (2017), (b) experimental variogram for E–W direction fitted with spherical theoretical variogram, and (c) experi-
mental variogram for N–S direction fitted with spherical theoretical variogram.
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